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ABSTRACT
In recent years, topic modeling has been increasingly adopted for
finding conceptual patterns in large corpora of digital documents
to organize them accordingly. In order to enhance the performance
of topic modeling algorithms, such as Latent Dirichlet Allocation
(LDA), multiple preprocessing steps have been proposed. In this
paper, we introduce N-gram Removal, a novel preprocessing pro-
cedure based on the systematic elimination of a dynamic number
of repeated words in text documents. We have evaluated the ef-
fects of the utilization of N-gram Removal through four different
performance metrics: we concluded that its application is effective
at improving the performance of LDA and enhances the human
interpretation of topics models.
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1 INTRODUCTION
Spurred by the broad advancement of digital technologies in our
society, an ever-increasing quantity of data is produced every day.
This also applies to natural language textual data, which is continu-
ously generated by individuals and incrementally stored in various
forms. From social networks posts to literary and scientific produc-
tions, from the e-learning platforms to digital libraries, the amount
of text documents that are daily produced grows continuously [10].
Analyzing and gathering insights from such a vast amount of data
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is challenging and requires significant effort. Once textual data
is collected, it is natural to leverage data mining processes and
techniques to gather useful and previously unknown information.
Among the various machine learning and natural language process-
ing algorithms used to analyze the massive amount of textual data
available online, topic modeling techniques have gained popularity
in recent years [22]. Topic models provide a convenient way to ana-
lyze large amounts of unclassified text to infer conceptual patterns
and relationships among documents [14]. Topic models are now
leveraged to fuel several applications, including opinion analysis
[24], text information retrieval [40], image retrieval [38], social
network analysis [5] as a tool to gauge political sentiments [28],
medical big-data mining process [34], and business analytics [25].
One of the most frequently adopted topic modeling algorithms
is Latent Dirichlet Allocation (LDA) [15]. The aim of LDA is to
identify topics based on the words contained in documents. The
preprocessing stage is critical to obtain a better quality of topics for
the documents. It transforms text into a more digestible form so that
machine learning algorithms can perform better [36]. In natural
language processing, useless words are referred to as stop words.
Stop words are available in abundance in any human language. By
removing these words, we remove the low-level information items
from a text so as to give more focus to the relevant information
[29]. Additionally, removal of stop words definitely reduces the
dataset size and, thus, the training time due to the fewer number
of tokens involved in the training [17]. However, apart from stop
words, there might be many other repeated words and phrases in a
corpus that adversely affect the quality of topic models, especially
when they have a high frequency in the dataset. The fundamental
problem with repeated phrases in a distributional semantic model is
the over-representation of specific word co-occurrences to a model.
The repeated phrases will leave less representational power for
the remaining text. As a consequence, the combination of repeated
text snippets will likely yield less coherent topics. In an attempt to
create more effective topic models, this paper proposes an efficient
strategy for preprocessing documents corpora before applying topic
modeling. We introduce N-gram Removal, a novel preprocessing
procedure based on the systematic elimination of those repeated
words and phrases that may have a negative impact on the results
of the LDA model.

https://doi.org/10.1145/3486622.3493952
https://doi.org/10.1145/3486622.3493952


WI-IAT ’21, December 14–17, 2021, ESSENDON, VIC, Australia Almgerbi et al.

2 RELATEDWORKS
Several optimization approaches have been proposed for improving
LDA performance and for finding the optimal number of topics.

2.1 Improving the Performance of Topic
Modeling

Authors in [32] quantified the Effects of Text Duplication on Se-
mantic Models. The study proved that the presence of duplicated
strings, either documents or repeated text within documents, has
an impact on semantic models because repeated texts adversely
affect the parameters learned by distributional semantic models.
In [31] authors analyzed the consequence of removing stop words
for topic modeling in terms of model fit, coherence, and utility.
They conclude that the effects of such removal during training are
limited, and that the removal of unwanted terms after the training
step should be sufficient. In [11] authors conducted a comparative
analysis of the effect of stop words removal on Sentiment Classifi-
cation. Traditional Sentiment Classifier showed an improvement in
accuracy when stop words were removed. In [6], the authors pro-
posed the Parsimonious Language Model to remove non-significant
words/terms from the corpus to produce more coherent words.

2.2 Finding the Optimal Number of Topics
In [30], the author established a relation between the optimal num-
ber of topics and text size. The study concluded that choosing a
combination of an excessively small text chunks with a large num-
ber of topics could generate minimal topics that are specific and
redundant, while choosing an excessively small number of topics
based on larger text chunks will give rise to topics that are too
broad and heterogeneous. Consequently, either way, they will be
difficult to interpret. Kobayashi et al. [18] used perplexity to predict
the optimal number of the topic in LDA. Zhao et al. [43] proposed
the Rate of Perplexity Change (RPC) to predict the optimal number
of topics and proved that RPC works better than perplexity in this
task. Another study, [39], proposed a non-iterative method based
on perplexity to find an appropriate number of topics and, thus,
optimize LDA. In [12] the authors propose two newmethods named
Normalized Absolute Coherence (NAC) and Normalized Absolute
Perplexity (NAP) for predicting the optimal number of topics. The
authors run highly standard ML experiments to measure and com-
pare the reliability of existing methods (perplexity, coherence, RPC)
and proposed NAC and NAP in searching for an optimal number of
topics in LDA. The study successfully proves and suggests that NAC
and NAP work better than existing methods. This investigation
also suggests that perplexity, coherence, and RPC are sometimes
distracting and confusing to estimate the optimal number of topics.

2.3 Evaluation of Topic Model
In [7], authors used coherence to measure the performance of LDA.
They also demonstrated that a larger number of topics in LDA help
producing more coherent topics. Lau et al. [23] proposed two levels
for automatically evaluating the performance of topic modeling:
the topic level and the model level. Yarnguy et al. [41] introduced
the ACO-LDA method for tuning LDA parameters to improve its
performance. Experiments were conducted on various datasets
fetched from the UCI and evaluated by using perplexity scores.

Figure 1: Overall methodology of proposed framework

3 METHODOLOGY
In this section, we will review the 5-step methodology adopted
in this study, which is depicted in Figure 1. Initially, we identified
a set of job classifieds websites and extracted a large number of
job advertisements using Web Scraping techniques. Secondly, we
applied several preprocessing steps to clean the textual data ex-
tracted from the Web (job descriptions). Third, we built several
LDA models in order to determine the optimal number of topics
with different numbers of topics K , with K ranging from 5 to 30.
Then, we used extensive performance evaluation with the help of a
number of performance metrics to evaluate the goodness of LDA
models. Afterwards, we identified the duplicate sentences that may
have had a negative impact on the results of the LDA and removed
them from the text documents. Finally, we applied a topic modeling
algorithm again on the description of the job advertisements after
removing the duplicate sentences. Lastly, we evaluated the model’s
performance in order to determine the effect of removing duplicate
sentences on the quality topic models.

3.1 Data Collection
The objective of this step is to identify a set of websites containing
data that can be used in our study as the data source, and then
scrape it using a custom web scraper software.

3.1.1 Identify a set of Websites. In order to extract a large num-
ber of data points, we identified multiple websites that contain
job advertisements among the most prominent job-seeking plat-
forms available on the World Wide Web. We selected websites by
considering several criteria, namely: the number of posts, the ge-
ographic scope, and compatibility with web scraping. According
to these selection criteria, Simply Hired and CareerBuilder online
employment sites were selected as they met at best all the criteria.

3.1.2 Web scraping. Web scraping, also known as web extraction,
is a technique used to extract data from the World Wide Web and
save it to a file system or database for later retrieval or analysis [42].
Web Scraping consists of three main phases, shown in Figure 2,
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namely: website analysis, website crawling, and data organization
[21].

Figure 2: Web Scraping phase.

In this study, we created a custom web scraper software using
Python [37]. The software was able to extract titles and descriptions
of every job post available on the selected websites. We used six
keywords that collectively covered the field of Big Data Analyt-
ics, namely: "big data", "data science", "business intelligence", "data
mining", "machine learning" and "data analytics". Using the web
scraper, we were able to extract 14,495 online job advertisements.
After we deleted the duplicate job advertisements, we built a dataset
containing 9,067 job ads.

3.2 Data Preprocessing
Usually, the raw data extracted from the internet is unstructured
and requires to be preprocessed before being utilized for modeling
[33]. Data preprocessing, such as normalization, feature extraction,
and dimension reduction, is necessary to accomplish a better classi-
fication of the textual data. The aim of preprocessing is to find the
most informative set of features to improve the performance of the
classifier [1]. In any Machine Learning procedures, preprocessing is
the step in which the data gets transformed, or encoded, to bring it
to such a state that the machine can easily parse it. In other words,
the features of the data, once preprocessed, can be easily interpreted
by the algorithm. The preprocessing stage is critical in data analy-
sis and can heavily influence the Topic Modelling results. In this
study, the preprocessing phase consisted of several sequential steps.
Initially, we started with the tokenization of the text to split the
document into tokens. Then, stemming was carried out and every
word was converted to its root form, so to harmonize different
forms of the same word onto the same entity. Then, we performed
lemmatization on the documents, which is converting the word
to its lemma. Afterwards, punctuation, weblinks, HTML tags, and
meaningless characters were removed, as in [9]. Individual stop
words were then removed from the text documents [16]. Finally,
we created the dictionary and corpus needed for Topic Modelling.

3.3 Determine the Optimal Number of Topics
The aim of The Latent Dirichlet Allocation is to identify topics
based on the words it contains. In many topic modeling algorithms
including LDA, finding the optimal value for the number of topics
is not trivial. The number of topics has a great influence on the
results of the clustering process but the evaluation of the result
is subjective, difficult to be interpreted, and time-consuming. An

overly small number of topics would make LDA unable to identify
meaningful topics, while a number of topics which is too highwould
lead to an excessively complex model, difficult to be interpreted
and validated [13]. It is often required to repeat the application of
the topic modeling algorithm several times with different numbers
of topics and evaluate the best number according to a set criteria.
In this study, we developed a procedure in Python to determine
the optimal number of topics by evaluating the performance of
LDA algorithm using four different metrics, namely coherence,
log-likelyhood, perplexity, and human interpretability. First, we
leveraged LDA to generate several topic models with a varying
number of topics, k ranging from 5 to 30. We then identified the
value of k that produced the highest coherence value. As shown
in Fig. 3(a), we obtained the maximum coherence score when the
number of topics was 9. The second step was to find the highest
Log-likelihood value within the same range of value for k : also
in this case, the highest Log-likelihood value was obtained with a
number of topics equal to 9.

Figure 3: Coherence and Perplexity scores for different num-
ber of topics.

Similarly, as shown in Fig. 3(b) the value of perplexity was also
minimized with k = 9 topics, confirming what we found with the
other metrics. Lastly, we evaluated the interpretability of the models
by means of human judgement. The authors were presented with
multiple topic models, with different values of k and consensually
agreed that the most meaningful model was with k = 9. By having
all four metrics recommending the same value for k , we set 9 as
the number of topics and proceeded with the rest of the steps.

3.4 Identify and Remove Duplicate Sentences
The objective of this step was to identify and remove duplicate
sentences that may have a negative impact on the results of the
LDA algorithm. Initially, the description of each job was divided
into a group of text strings using the Python nltk.tokenize package.
Tokenization is the process of splitting a textual string into a list
of shorter substrings [8]. By applying this function to the corpus
of job ads descriptions, we observed that many substrings were
repeated in job posts, jeopardizing the ability of the topic mod-
elling algorithm to infer the sets of words related to meaningful
concepts. We created a list of the substrings that were repeated with
a frequency higher than 10 over the dataset.This was determined
after preliminary tests. Fig. 4 shows some examples of the repeated
substrings in text documents.

We noticed that such repeated snippets of text were often pro-
viding general information about the company or the organization
offering the job. In order to avoid any negative impact on the results
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Figure 4: Examples of repeated phrases (marked in blue) within the corpus of documents.

of the LDA, these duplicate substrings were removed from the text
documents. To ensure that all duplicated sentences, irrespectively
from their length, were removed from the dataset, we developed an
original extension of the standard stop-words preprocessing step,
which we call N-gram Removal. By using N-gram Removal, the text
is divided into a group of sentences with a predetermined number
of words for each substring. In our case, after repeated trials we
found that the number of words less than 20 may cause the removal
of some words that should not be removed, and a number higher

than 35 words did not specify any repeated substrings, so the sub-
string length was determined to range between 20 and 35. We first
found the 20-word long duplicated substrings that repeated more
than 10 times in the corpus, and created a list of such sentences
(stop N-grams). Then we progressively increased the window of
words in each stop sentence (from 20 to 35 words), creating larger
N-grams until we found all long repetitions in the corpus and re-
moved them all from the original text accordingly. 3,330 substrings
that were repeated with a frequency higher than 10 over the dataset
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were removed from the text documents. it is obvious that in order
to apply this method to another dataset a preliminary test phase
devoted to parameter tuning has to be implemented.

3.5 LDA Implementation and Performance
Evaluation

One of the most common approaches to topic modeling is the
Latent Dirichlet Allocation (LDA) [15]. It models a fixed number
of topics that are selected as a parameter based on the Dirichlet
distribution for words and documents. The result is a flat, soft prob-
abilistic clustering of terms by topics and documents by topics
[2]. As mentioned earlier, the efficacy of LDA and the resulting
human interpretability largely depends on the value of the number
of topics, k , which requires prior knowledge about the contents
of the dataset [20]. In this study, once we determined the possible
optimal number of topics using different performance metrics, we
applied LDA algorithm several times to two different versions of
the document corpus: the first one being the original corpus we
had before removing stop N-grams, and the second one being the
cleaned corpus, with stop N-grams removed. Topic models learn
topics represented as sets of important words automatically from
unlabeled documents in an unsupervised way. This is an attractive
method to bring structure to otherwise unstructured text data, but
topics are not guaranteed to be interpretable. Therefore, numerous
metrics have been proposed to distinguish between good and bad
models. In this study, we adopted an extensive performance evalua-
tion approach with the help of four performance metrics to evaluate
the performance of LDA model before and after removing Stop N-
grams. The four metrics we utilized were coherence, log-likelihood,
perplexity, and human interpretability. Our approach to comparing
the performance of the LDA algorithm consists of several important
steps. The first step was to repeat the implementation of the LDA
algorithm 100 times on different random sample of the same two
corpora (with and without stop N-grams). Each sample included
80% of the documents drawn without repetition from the original
corpus. Each time, after applying LDA, we computed the coher-
ence, log-likelihood, and perplexity scores. Lastly, we evaluated
the models by a human interpretability perspective, by creating
a questionnaire consisting of ten queries. Each query contained
two alternatives resulting from each of the corpora (with and with-
out the application of N-gram Removal), and the alternatives were
shown by means of table. Then, we presented the blind question-
naire to students and experts in the field of data science asking to
score the most meaningful alternative for each topic model.

4 RESULTS AND DISCUSSION
By applying the LDA algorithm 100 times on the corpus of job ads
descriptions in both cases (before and after the removal of Stop N-
grams), using a number of topics K = 9 (the optimal value of number
of topics in this study), we obtained different LDA models in both
cases. We run an extensive performance evaluation with the help
of four performance metrics to assess the effect of removing stop
N-grams on the quality of the LDA models, namely coherence, log-
likelihood, perplexity, and human interpretability. In this section,
we present our findings according to each performance criteria.

4.1 Coherence
Topic Coherence measures score a single topic by measuring the
degree of semantic similarity between high scoring words in the
topic. These measurements help distinguish between topics that are
semantically interpretable topics and topics that are just artifacts
of statistical inference [35]. It is assumed that the higher the value
of coherence, the higher probability of getting higher accuracy
from that model [3]. Fig.5(a) shows that coherence score increases
when stop N-grams are removed from the corpus of documents.
Furthermore, we run a t-test to verify the statistical significance of
the score increase. The t-test result confirmed the null hypothesis
rejection, which assumed that N-gram Removal did not create a
meaningful difference in the results of the analysis across the two
samples. Therefore, removing stop N-grams from text documents
proved to improve the quality of topics.

4.2 Log-likelihood
Log-likelihood measures the probability of the observed data, given
the model how well a model fits the observed data. The higher
the log-likelihood, the better the model for the given data [19].
Looking at the performance evaluation results in the 100 tests and
comparing the log-likelihood scores in the two cases (before and
after the removal of Stop N-grams), we found that that there was an
increase in the log-likelihood scores, indicating an improvement in
the quality of topics. Fig.5(a) shows the box plot of Log-likelihood
improvement using Stop N-grams removal. Finally, the previous
conclusion was also confirmed by the t-test, which rejected the
same null hypothesis introduced above.

4.3 Perplexity
Perplexity as well is one of the intrinsic evaluation metrics often
used to evaluate and compare the results of the LDA topics inference.
It captures how surprised a model is of seeing new data it has not
seen before, and is measured as the normalized log-likelihood of a
held-out test set. It is assumed that the lower the value of perplexity,
the higher will be the accuracy [27]. As in Fig.5(b), we found that
perplexity was significantly lower when the Stop N-grams were
removed from the corpus of the documents. As a result of the t-
test, which rejected the null hypothesis, we concluded that there
is a meaningful reduction of perplexity by applying Stop N-gram
Removal.

4.4 Human Interpretability
Although there are many automated metrics used to evaluate the
topic modeling, they are not considered sufficient to create high-
quality topic models that are humanly interpretable. Incorporat-
ing human knowledge in unsupervised learning is a promising
approach to creating high-quality topic models [4]. In this study,
we created a questionnaire consisting of ten queries. Each query
contains two alternatives (before and after the removal of Stop
N-grams), the alternatives are described through tables. The rows
of each table include the most significant words used to describe
a job competency. The questionnaire was presented to numerous
computer science students at the University of Perugia, in addition
to experts in the field of data science. We then asked the survey par-
ticipants to score the results of this procedure by choosing among
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Figure 5: Improvements using stop N-gram Removal.

the two alternatives provided, the one that they believe makes the
most sense.

Figure 6: An example of the LDA models used in the ques-
tionnaire.

Fig. 6 shows an example of the LDA models that we presented
to the participants, where each table contained the top ten words
for nine topics for each of the two alternatives (before and after the
removal of Stop N-grams). As shown in Fig. 7 most of the survey
respondents chose the alternative in which the stop N-grams were
removed, which means that the removal of stop N-grams brought
to more interpretable topic models.

In the next two subsections, we present two additional benefits
that we found in relation of N-gram Removal.

4.5 Finding the Optimal Number of Topics
We found that an additional benefit of applying N-gram Removal
was to improve and simplify the process of finding the optimal
number of topics. As mentioned earlier, selecting the best number
of topics (on which success of LDA depends on) can be challenging,

Figure 7: Survey results.

especially if there is no prior knowledge about the data. In this
study, we found that removing the non-meaningul subsentences
had a positive effect on the quality of the models, making it easier
to determine the optimal number of topics. Fig. 8 shows a compari-
son of the chart used to determine the optimal number of topics
by coherence scores in both cases (before and after the removal
of stop N-grams). The figure visually suggests that the choice of
the maximum value of coherence is easier after applying N-gram
Removal.

the optimal number of topics .jpg

Figure 8: Finding the optimal number of topics.
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4.6 Time Complexity of the Algorithm
By removing sentences that have multiple repetitions, we remove
the low-level information tokens from our text. The removal of
Stop N-grams definitely reduces the dataset size and, thus, reduces
the training time due to the fewer number of tokens involved in the
training. We assessed the performance of LDA also in terms of time
complexity [26]. We found that the average execution of the LDA
algorithm over 100 runs before removing Stop N-grams was 562.6
seconds, with a standard deviation being 1.1. Then, when Stop N-
grams were removed, the average execution of the LDA algorithm
for the 100 runs reduced to 475.3 seconds with a standard deviation
being 1.3, which means that the removal of Stop N-grams helped
to significantly reduce the execution time of the LDA algorithm.

5 CONCLUSIONS
In this paper, we introduced N-gram Removal, an unsupervised
procedure to remove repeated snippets of texts of variable length
from documents corpora. We investigated the effects of applying
N-gram Removal as a preprocessing step for LDA topic modeling
and evaluated the incremental performance using a dataset of about
9,000 web-scraped jobs ads. We have found that the application
of N-gram Removal drove a statistically meaningful performance
uplift in terms Coherence, Log-likelihood, Perplexity, and Human
understanding. We also observed two additional benefits in using
the proposed processing, namely: a 21% decrease of run-time, due
to the simplification of the corpus, and an enhanced simplicity in
performing hyperparameters optimization when applying LDA.
Future research shall further investigate the role of Stop N-gram
Removal procedure in other supervised and unsupervised text min-
ing procedures and prove its general value in different documents
corpora.
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